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Abstract—We study broadcast systems that distribute a series of data updates to a large number of passive clients. The updates are sent over a broadcast channel in the form of discrete packets. We assume that clients periodically access the channel to obtain the most recent update. Such scenarios arise in many practical applications, such as distribution of traffic and market updates to mobile wireless devices.

Our goal is to design broadcast schedules that minimize the waiting time, i.e., the amount of time the client needs to wait in order to obtain the most recent update. We assume that each client has a different access pattern depending on the channel conditions, computing power, and storage capabilities. We introduce and analyze optimal universal schedules that guarantee low waiting time for any client, regardless of its behavior.

Index Terms—Broadcast systems, data updates, universal schedules, waiting time.

I. INTRODUCTION

High availability and low cost of wireless mobile devices have sparked a renewed interest in data broadcast systems [8], [20], [25]. Such systems facilitate ubiquitous information access by enabling a large number of users to receive dynamic information in a scalable and efficient way, minimizing power consumption and keeping the clients’ locations secret.

In this correspondence, we focus on systems that enable each client to access a series of data updates. Such systems can benefit a variety of wireless applications that need, for example, a constant access to the stock market information or the current traffic conditions. In particular, we focus on systems that contain a large number of heterogeneous clients with different access patterns.

Fig. 1 depicts an example of a data broadcast system we consider. The system includes four major components: a dynamic database, a server (scheduler), a dedicated broadcast channel, and a large number of wireless clients. The server periodically accesses the database, retrieves the most recent data, encapsulates it into packets, and sends the packets over the broadcast channel. We assume that each client continuously performs the following operations.

(i) Tune in to the channel to obtain the most recent update.
(ii) Process the obtained update and go to step (i).

These operation allow the client to maintain up-to-date local database to meet the requirements of the application.

The processing step may include several operations such as the decryption of the received packet, updating the internal database, and waiting for the user input. In addition, if the channel conditions are poor, the client needs to wait until the conditions improve before it will be able to receive the next packet. We refer to the time interval required for a client to get ready to receive the next update as the idle time. Since the duration of this interval is affected by many factors, it can vary over time. Moreover, the idle time can vary for different clients.

Once a client is ready to receive a new update, it tunes in to the channel. This correspondence focuses on the design of broadcast schedules that minimize the amount of time the client needs to wait (after it is ready) to obtain the desired update. We refer to this time as the waiting time. Constructing such a schedule is a difficult task, due to the diversity of the clients’ access patterns. For example, consider the broadcast schedule depicted on Fig. 2(a). Here, and throughout the correspondence, we assume that all updates are carried by packets of equal size and that the client must listen to at least one packet, from beginning to end, to obtain an update. Fig. 2(b) and (c) shows the waiting time of two clients, with different idle times. Note that while the waiting time is low for the first client, the second client needs to wait a significant amount of time, because it misses the first and the third updates.

If some information about the access pattern is available to the server, the server can take advantage of this information in order to design a better schedule. For example, suppose that the idle time of each client is distributed uniformly in the interval [0,1]. In this case, the optimal strategy is to transmit one packet after the other (see Fig. 3(a)). However, this schedule does not behave well in the presence of heterogeneous clients. Indeed, for clients that have a small, but nonzero idle time, the waiting time is very close to one time unit. The goal of this work is to design universal schedules that minimize the worst case waiting time for any client, regardless of its access pattern. We assume that the server has no information about the idle times of the clients. In this scenario, our goal is to schedule the transmission of the packets in such a way that for any given values of idle times, the maximum waiting time of the client will be as small as possible (here we are maximizing over the first and the subsequent updates). More specifically, the worst case waiting time of the schedule in Fig. 3(a) can be shown to be close to one time unit, thus in this work we seek to design schedules with a significantly lower waiting time. In order to analyze the worst case performance of the schedule, we model the data update process as a game against an adversarial client. The adversarial client can select the values of idle times which result in high values of waiting time. Clearly, a schedule that performs well against such a powerful adversary, will perform well for any client.
A. Universal Schedules

We begin by observing that deterministic schedules do not behave well in the presence of an adversarial client. Indeed, it is easy to verify that for any given deterministic schedule, there exists a series of idle times that yields waiting times arbitrarily close to one time unit. For example, consider the deterministic schedule depicted in Fig. 3(b). This schedule transmits an update every $T + 1$ time units for some $T > 0$. For this schedule, the optimal strategy of an adversarial client is to select the value of the idle time equal to $T + \varepsilon$, for some $\varepsilon > 0$, resulting in a waiting time of $1 + T - \varepsilon$ time units. Indeed, as shown in Fig. 3(c), such a client misses the beginning of the current update and needs to wait an entire period to receive the next update, resulting in a long waiting time.

As our goal is to design schedules in which the worst case waiting time is significantly less than one time unit, we turn to consider random schedules, i.e., schedules which are governed by a certain probability distribution. Fig. 3(d) depicts an example of a random schedule, which waits $X$ time units between two subsequent transmissions, where $X$ is a random variable. We note that in random schedules, the waiting time is also a random variable that depends on both the idle time of the client and the probability distribution of the schedule. We assume that the adversarial client knows the probability distribution of the schedule, but does not have access to the server’s random bits. In this model, our goal is to design a random schedule that minimizes the worst case expected waiting time of a client, where the expectation is taken over the probability distribution governing the schedule.

We observe that in order to discriminate between different schedules we need to curtail the power of the adversarial client. Indeed, even random schedules cannot guarantee a good performance against an adversarial client that is highly adaptive to the schedule. For such clients, the optimal strategy is to wait until the beginning of the transmission of the next packet, which begins say at time $t$. Then, the adversarial client can select the value of the idle time in such a way that it starts listening to the channel at time $t + \varepsilon$, where $\varepsilon > 0$ is a small constant. With this strategy, the worst case waiting time of the client is again close to one time unit. Thus, we need to find a meaningful way to limit the power of the adversarial client so that our goal of a significantly lower (worst case expected) waiting time can be achieved. We note that such a problem arises frequently in the design of online algorithms [21].

A natural approach to limit the power of the adversarial client is to bound its adaptivity to the schedule. This is done by forcing the adversarial client to fix the length of the idle time some period of time in advance. Namely, we assume that the adversarial client must fix the value of the idle time at least one time unit before the end of the idle period. With this assumption, the behavior of the client at time $t$ can only depend on the history of the schedule at time $t - 1$. In other words, the adversarial client we consider has a limited degree of adaptivity to the schedule, which can be quantified by one time unit. We also show that our approach can be extended to adversarial clients with a higher degree of adaptivity.

Fig. 4 compares universal schedules and the standard average-case approach for data broadcast. The standard model assumes that the clients’ idle times are random and the goal is to construct a deterministic schedule that minimizes the expected waiting time, where the expectation is taken over the distribution of clients’ idle times. With this approach, some clients may experience long waiting times. Universal schedules make no assumption on the distribution of clients’ idle times. The goal of universal schedules is to minimize the worst case expected waiting time experienced by a client, where the expectation is taken over the probability distribution of the schedule. This approach guarantees low expected waiting time for any client, regardless of its behavior.

B. Related Work

Developing efficient data broadcast methods attracted a large body of research. The first methods were developed for Teletext and Videotex systems [2], [3], [24]. Cheriton [9] proposed wireless data broadcast as a means for addressing the inherent asymmetry between the uplink and downlink channels in wireless networks. The large body of research on data broadcast systems focuses on delivering multiple static items over a shared broadcast channel, assuming that data requests are distributed uniformly over time (see, e.g., [3], [4], [13]–[18], [22], and references therein). In particular, Imielinski et al. [19] has developed data...
broadcast methods for providing fast and low-power access to data, observing that wireless data broadcasting can be viewed as storage on the air—an extension of the server’s memory. Acharya et al. [1] proposed a new architecture, referred to as broadcast disks, for distributing information in wireless and mobile environments. Currently, there is a significant amount of interest in broadcasting real-time data and providing quality of service (QoS) for user applications [25]. In this correspondence, we consider a special case of a data broadcast systems that distribute a series of dynamic data updates from a single information source to a large number of mobile clients.

Several studies [5]–[8], [10], [11] have focused on minimizing the worst case waiting time for arbitrary client requests. In particular, [5]–[7] compared several streaming techniques for media-on-demand delivery under different assumptions of client request patterns and analyzed the tradeoff between bandwidth and waiting time. The basic assumption in [5]–[7] is that the server is aware of client requests and can respond to them. This differs from our work in which we assume that the server is completely oblivious of clients requests. References [10] and [11] consider server scheduling strategies to minimize the clients’ response time. Specifically, they focus on the “pull-based” approach in which the clients send their requests to the server. In contrast, this work focuses on the “push-based” approach, where the server proactively transmits the data over the broadcast channel. Finally, [8] focused on minimizing the startup delay for an uninterrupted playback for media-on-demand systems that utilize multiple broadcast channels (in which the server is unaware of the requests made by clients). While [8] has a flavor which resembles our work, its model differs significantly from that considered in our study.

C. Our Results

In this correspondence, we present (for the restricted adversarial clients discussed above) a universal broadcast schedule that guarantees a worst case expected waiting time of \(1/\sqrt{2} \approx 0.7\) time units, regardless of the clients’ access patterns. We show that our schedule is optimal for settings in which the transmission of every update takes one time unit. Namely, we prove that, in such settings, achieving a worst case expected waiting time less than \(1/\sqrt{2}\) is not possible. Our work mainly addresses adversarial clients with limited adaptively to the schedule that can be quantified by one time unit. The techniques developed in this work can be used to address stronger adversarial clients as well (namely, those with higher adaptively).

One of the important characteristics of the schedule is the number of updates it sends over a period of time. This is important for users that have no idle time and want to continuously monitor the updates. Accordingly, we consider the design of universal schedules subject to a given rate constraint. While the optimal schedule we present has a relatively high rate of \(r = \frac{2}{1+\sqrt{2}} \approx 0.82\), in some settings a higher rate may be required. We present, for any \(r \geq \frac{2}{1+\sqrt{2}}\), a schedule of rate \(r\) whose worst case expected waiting time is bounded by \(2 - \sqrt{2r}\) time units. We show that, under certain restrictions on the server, this is the best possible schedule. The tradeoff between the transmission rate and worst case expected waiting time is depicted in Fig. 5.

---

**Fig. 4.** Comparison between the standard approach and universal schedules.

**Fig. 5.** The tradeoff between the transmission rate and worst case expected waiting time. The asterisk at point \(\left(\frac{2}{1+\sqrt{2}}, \frac{1}{\sqrt{2}}\right)\) represents the overall optimal schedule with respect to the universal setting.

D. Organization

The remainder of this correspondence is organized as follows. In Section II, we present our model. In Section III, we focus on clients with unit adaptivity and prove our main results. In Section IV, we briefly discuss schedules for highly adaptive clients. Finally, conclusions are presented in Section V.

II. MODEL AND DEFINITIONS

A. Random Schedules

As mentioned in the Introduction, we are interested in designing universal schedules for delivering a series of data updates from a single information source over a broadcast channel. The data is delivered in the form of equal size packets, each packet is transmitted over a time interval of length one time unit. The length of the interval is chosen without loss of generality, as our techniques (with an appropriate scaling) can be applied for time intervals of an arbitrary length.

We define a schedule \(S\) by specifying, for each packet \(i\), the amount of time \(X_{i}\) that passes between the end of the transmission of packet \(i - 1\) and the beginning of the transmission of packet \(i\) (for clarity, we assume that the transmission of packet \(0\) ends at time \(0\)). We refer to \(X_{i}\) as the interleaving time for packet \(i\) (see Fig. 3(d)). In a random schedule, the interleaving times are random variables.

**Definition 1 (Random Schedule \(S\)):** A random schedule is a sequence of random variables \(\{X_{1}, X_{2}, \ldots\}\) such that \(X_{i}\) is the interleaving time for packet \(i\).
We denote by \([T_i;T_i + 1], i \geq 1\), the transmission interval of packet \(i\). We refer to
\[
T_i = i - 1 + \sum_{j=1}^{i} X_j
\]
as the starting time of packet \(i\) and to \([T_1,T_2, \ldots]\) as the transmission sequence of schedule \(S\). Note that the starting times \(T_i, i \geq 1\) are also random variables. Fig. 3(d) depicts an example of a random schedule \([X_1, X_2, \ldots]\) and the corresponding transmission sequence \([T_1,T_2, \ldots]\).

Let \(S\) be a schedule, and suppose that the client’s idle period ends at time \(t\), that is, the client starts to listen to the channel at time \(t\). We say that in the end of the idle period, a client places a request to the channel. We define the client’s waiting time as the length of the time interval between \(t\) and the beginning of the transmission of the next packet.

Definition 2 (Waiting Time, \(WT(S,t)\)): The Waiting Time for a request at time \(t\) with a schedule \(S\) is defined to be \(WT(S,t) = T_i - t\), where \(i\) is the first packet for which it holds that \(T_i \geq t\).

Note that \(WT(S,t)\) is a random variable. We denote the expectation of \(WT(S,t)\) by \(EWT(S,t) = E[WT(S,t)]\). This is the expected waiting time experienced by oblivious clients, i.e., clients whose idle times are fixed in advance and independent of the history of the schedule.

A history \(V_i(x_1, \ldots, x_t)\) of schedule \(S\) observed at time \(t\) is the event in which:
1) for \(n \leq t\), the random variables \(X_n\) are equal to \(x_n\), i.e., for all \(n \leq t\) it holds \(X_n = x_n\);
2) the number of (partial) packets broadcasted until time \(t\) is at least \(t\), i.e., \(t - 1 + \sum_{i=1}^{t} X_i \leq t\);
3) transmission of \(t + 1\)th packet has not been completed at time \(t\), i.e., \(t + \sum_{i=1}^{t+1} X_i > t\).

We denote by \(V(S,t)\) the set of possible histories of \(S\) at time \(t\). Finally, for any \(V \in V(S,t)\) let \(SV\) be the schedule distribution obtained by conditioning \(S\) on the event \(V\).

B. Adversarial Clients

Our goal is to design schedules that perform well for any client, regardless of the viewed history of the schedule. An adversarial client has complete control on the values of idle times, and, as a result, may place a request at any time \(t\). The latter, for example, can be obtained by setting the initial idle time (before the first update) to be equal to \(t\). In the remainder of this work, we focus on bounding the worst case expected waiting time experienced by an adversarial client placing a request at time \(t\). This allows to simplify the analysis, without any loss of generality.

In general, the adversarial clients may have different degrees of adaptivity.

Definition 3 (Degree of Adaptivity, \(\omega\)): We say that an adversarial client is \(\omega\)-adaptive if its actions at time \(t\) depend only on the history \(V \in V(S,t - \omega)\) of the schedule \(S\) at time \(t - \omega\).

The expected waiting time \(EWT_v(S,t)\) of an \(\omega\)-adaptive adversarial client with viewed history \(V \in V(S,t - \omega)\) that places a request at time \(t\) is defined as
\[
EWT_v(S,t) = E[WT(S)V,t] = E[WT(S)],\quad \text{for } V \in V(S,t - \omega).
\]

Note that in this definition, the random schedule \(S\) is conditioned on the event \(V\). This captures the client’s knowledge of the schedule \(S\) at time \(t - \omega\).

The worst case expected waiting time of the schedule \(S\) for \(\omega\)-adaptive adversarial clients, \(W(S,\omega)\), is defined as
\[
W(S,\omega) = \max_{t \geq 0} \left( \sup_{0 \leq \alpha \leq \omega} EWT(S,t), \sup_{t \geq 0} \sup_{V \in V(S,t - \omega)} EWT_v(S,t) \right).
\]

Namely, \(W(S,\omega)\) is the maximum expected waiting time of the schedule over all request times \(t\) and over all possible histories of the schedule up to the time \(t - \omega\). Note that we need to take the maximum over any \(t \geq 0\). Indeed, for any \(t \geq 0\), there exists a client that can generate a request at this time. Note also that the expression \(\sup_{0 \leq \alpha \leq \omega} EWT(S,t)\) bounds the maximum waiting time for requests placed at times \(t \leq \omega\), when the client does not have any knowledge of the schedule’s history.

We note that a random schedule with independent and identically distributed (i.i.d.) random variables \(X_i\) is closely related to renewal processes (e.g., [12]). In this context, the random variable \(WT(S,t)\) is referred to as the forward recurrence time or excess time. Moreover, the mean and limiting distribution of \(WT(S,t)\) are well studied. In our model, this corresponds to the expected waiting time for oblivious clients. The goal of this work, however, is to minimize the expected waiting time for adversarial clients. To the best of our knowledge, this problem has not been addressed in the literature.

For a real random variable \(X\), we denote by \(F_X(t) = P[X < t]\) its cumulative distribution function, by \(\mu_X = \int_0^\infty (1 - F_X(x))dx\) its expectation, and by \(f_X\) its probability density function (when exists). When clear from the context, we omit \(X\) from the above notation.

C. Transmission Rate

The transmission rate of a schedule \(S = \{X_1, X_2, \ldots\}\) is defined to be the expected fraction of the time the channel is in use.

Definition 4 (Transmission Rate \(r\)): Let \(S = \{X_1, X_2, \ldots\}\) be a random schedule and let \(R_t\) be the expected number of packets sent in \(S\) up to time \(t\). The transmission rate of \(S\) is defined to be
\[
r = \lim_{t \to \infty} \frac{R_t}{t}
\]
such a limit exists.

III. UNIVERSAL SCHEDULES FOR \(\omega = 1\)

In this section, we study the design of optimal universal schedules for adversarial clients with a degree of adaptivity of one time unit (i.e., \(\omega = 1\)). Namely, we present a family of schedules, one for each rate value \(r\), that guarantee a minimum worst case expected waiting time subject to the rate constraint \(r\). For \(r = \frac{2}{1 + \sqrt{2}}\), the schedule we present has an (overall) optimal worst case expected waiting time of value \(1/\sqrt{2}\), i.e., any other schedule \(S\) has a corresponding waiting time \(W(S,1)\) of value at least \(1/\sqrt{2}\).

Our schedules are defined by a single random variable \(X\). That is, all interleaving times \(X_t\) in our schedules are independent and have the same distribution as \(X\).

A. Optimal Schedules

Each random schedule in the family we present is associated with a parameter \(\mu\), which is equal to the expected value of \(X\), i.e., \(\mu = E[X]\).

The random variable \(X\) has the following simple structure. Let \(Z\) be a “random” variable equal to 0 with probability 1 and let \(U[k,s]\) be the random variable with uniform distribution in the interval \([0, s]\). Finally, let \(p = 1 - \frac{2}{1 + \sqrt{2}}\), and \(s = \sqrt{2p(\mu + 1)}\). Then, \(X\) is defined as follows:
\[
X = \begin{cases} Z, & \text{with probability } p \\ U[k,s], & \text{with probability } 1 - p. \end{cases}
\]
The cumulative distribution function $F_X(t)$ of $X$ is

$$
F_X(t) = \begin{cases} 
0, & \text{if } t = 0 \\
\frac{1}{s} t^2, & \text{if } t \in (0,s] \\
1, & \text{if } t > s 
\end{cases}
$$

or equivalently

$$
F_X(t) = \begin{cases} 
0, & \text{if } t = 0 \\
\frac{t^2}{\mu^2 + t^2}, & \text{if } t \in (0,s] \\
1, & \text{if } t > s 
\end{cases}
$$

The function $F_X(t)$ is depicted in Fig. 6.

It is not hard to verify that $E[X] = \mu$ and that the rate of the schedule defined by $X$ is $\frac{1}{\sqrt{2}}$ (e.g., [12]). In Theorem 2 below we analyze (for a range of values $\mu$) the worst case expected waiting time of the proposed schedule. Moreover, we show that for the schedule $S$ that corresponds to $\mu = \frac{s}{\sqrt{2}}$ it holds that $W(S,1) = 1/\sqrt{2}$.

We begin by proving the following lemma.

**Lemma 1:** Let $S = \{X_1, X_2, \ldots\}$ be a random schedule in which $X_1$ and $X_2$ are independent. Then, for $t \leq 1$ it holds that

$$
EWT(S, t) = \mu X_1 + (\mu X_2 + 1) F_X(t) - t.
$$

**Proof:** Let $A$ be the event that $X_1 < t$ and let $\bar{A}$ be the complement of $A$. Then, $P[X|A] = F_X(t)$. We denote by $X_i|A$ the random variable $X_i$ conditioned on event $A$ and by $X_i|\bar{A}$ the random variable $X_i$ conditioned on event $\bar{A}$. We consider the following two cases.

1) If event $A$ happens, then the client misses the transmission of the first packet. In this case, the client must wait $t - X_1$ time units until the transmission of the first packet completes and, in addition, $X_2$ time units until the beginning of the second packet.

2) If event $\bar{A}$ happens, the client needs to wait $X_1$ time units until the transmission of the first packet begins. Thus, $EWT(S, t)$ is equal to

$$
EWT(S, t) = \begin{cases} 
\Pr[A] E[1 - t + X_2 + X_1]\bar{A} + \Pr[\bar{A}] E[X_1\bar{A} - t] \\
F_X(t)(1 - t + \mu X_2) + \Pr[A] E[X_1\bar{A}]
\end{cases}
$$

Thus, $EWT(S, t)$ is equal to

$$
EWT(S, t) = \mu X_1 + (\mu X_2 + 1) F_X(t) - t.
$$

**Theorem 2:** For any $\mu \in [0, \frac{\sqrt{2} - 1}{2}]$ the worst case expected waiting time of the corresponding schedule $S$ is $W(S,1) = 1 + 2\mu - \sqrt{2}\mu(\mu + 1)$. In particular, the worst case expected waiting time $W(S,1)$ of the schedule $S$ that corresponds to $\mu = \frac{\sqrt{2} - 1}{2}$ is $1/\sqrt{2}$.

**Proof:** To bound the value of $W(S,1)$ we must bound both the expressions

$$
sup_{t \in [0,1]} EWT(S, t) \quad \text{and} \quad sup_{t \in [0,1]} EWT_1(S, t).
$$

We start by computing $EWT(S, t)$ for $t \in [0,1)$. The value of $EWT(S,0)$ (i.e., the expected waiting time for the request at time 0) is exactly $\mu$. Lemma 1 implies that for $t \in (0,1)$, $EWT(S, t) = \mu + (\mu + 1) F_X(t) - t$. Substituting $F_X(t)$ from (6) yields

$$
EWT(S, t) = \begin{cases} 
\mu, & \text{if } t = 0 \\
1 + 2\mu - \sqrt{2}\mu(\mu + 1), & \text{if } t \in (0,s] \\
1 + 2\mu - t, & \text{if } t > s.
\end{cases}
$$

This implies, in turn, that

$$
sup_{t \in [0,1]} EWT(S, t) = 1 + 2\mu - \sqrt{2}\mu(\mu + 1).
$$

Now consider any $t \geq 1$, and any history $V_{t-1}(x_1, \ldots, x_t) \in \mathcal{V}(S, t - 1)$. We would like to analyze the waiting time $EWT_{V_{t-1}}(S, t)$. Let $t_\ell = t - 1 + \sum_{i=1}^{\ell} x_i$ be the beginning of the transmission interval for the $\ell$th packet. By the fact that $V_{t-1} \in \mathcal{V}(S, t - 1)$ we have that $t_\ell \leq t - 1$. Furthermore, as $X$ is bounded by $s$, we conclude that $t_\ell > t - 2 = s$. We denote by $t^*$ the time that passed between the end of the transmission interval for packet $\ell$ and the request time $t$, i.e., $t^* = t - t_\ell - 1$ (see Fig. 7). We consider two cases.

a) Case 1, $t^* \in [0,1)$: In this case, $t - 1$ belongs to the transmission interval of packet $\ell$, i.e., $t_\ell \leq t - 1 < t_\ell + 1$. This case is demonstrated in Fig. 7(a). We show that $EWT_{V_{t-1}}(S, t) = EWT(S, t^*)$. Note that in this case, the client has no knowledge of the value of the interleaving time $X_{t+1}$. Thus, $S$ conditioned on the event $V_{t-1}(x_1, \ldots, x_t)$ (i.e., $S_{V_{t-1}}$) is a random schedule $\{x_1, x_2, \ldots, x_t, X_{t+1}, X_{t+2}, \ldots\}$, where $x_1, x_2, \ldots, x_t$ are fixed values and $X_{t+1}, X_{t+2}, \ldots$ are random variables identical to $X$. Hence, the schedule $S_{V_{t-1}}$ can be viewed as a sequence of $t$ packets with interleaving times $\{x_1, x_2, \ldots, x_t\}$ followed by the schedule $S$ (which now starts at time $t_\ell + 1$). We conclude for $z > 0$ and any $t_\ell > t + 1$ the probability that a request placed at time $t_\ell$ in $S_{V_{t-1}}$ will have waiting time $z$ is equal to the probability that a request placed at time $t^*$ in $S$ has waiting time $z$. This implies that in this case

$$
EWT_{V_{t-1}}(S, t) \leq 1 + 2\mu - \sqrt{2}\mu(\mu + 1).
$$

b) Case 2, $t^* \in [1,1+s)$: In this case, at time $t - 1$, the transmission of packet $\ell$ has already been completed. This case is demonstrated in Fig. 7(b). Similar to the previous case, $S_{V_{t-1}}$ is a random schedule defined by the interleaving times $\{x_1, x_2, \ldots, x_t, X_{t+1}, X_{t+2}, \ldots\}$. We note that in this case the client knows that $X_{t+2} > t^* - 1$, hence, $X_{t+1}$ is equal to random variable $X$ conditioned on this event, i.e., $X_{t+1} = X \{X > t^* - 1\}$. All other random variables $X_{t+2}, X_{t+3}, \ldots$ are identical to $X$.

Using an argument similar to that used in Case 1, we now claim that

$$
EWT_{V_{t-1}}(S, t) = EWT(S', t) = EWT(S', t^* - 1)
$$

where $S' = \{X_{t+1}, X_{t+2}, X_{t+3}, \ldots\}$, $X_{t+1} = X \{X > t^* - 1\} - (t^* - 1)$, and $X_{t+2}, X_{t+3}, \ldots$ are identical to $X$. The cumulative distribution function $F_{X_{t+1}}(t)$ of $X_{t+1}$ is

$$
F_{X_{t+1}}(t) = \begin{cases} 
0, & \text{if } t \leq 0 \\
\frac{t}{s}, & \text{if } 0 < t < s - (t^* - 1) \\
1, & \text{if } t > s - (t^* - 1).
\end{cases}
$$

The expected value of $X_{t+1}$ is $(s - t^* + 1)/2$. 

Fig. 6. The cumulative distribution function $F_X$ of $X$ for a schedule with parameter $\mu$. Here $s = 2\mu(\mu + 1)$ and $p = 1 - \frac{2\mu}{\mu + 1}$.
Fig. 7. Two possible cases for the proof of Theorem 2. (a) Case 1. (b) Case 2.

By Lemma 1 we have

$$EWT(S', 1) = \mu X_{t+1} + (\mu + 1)F_{X_{t+1}}(1) - 1 = \mu + \frac{s-t+t^*+1}{2} \leq \mu + \frac{s}{2}$$

where we use the fact that $t^* \geq 1$ and that for $\mu \in [0, \frac{\sqrt{2}}{2}]$ it holds that $s < 1$. Substituting $s$ yields

$$EWT(S', 1) \leq \mu + \sqrt{\mu(\mu + 1)/2} \leq 1 + 2\mu - \sqrt{2\mu(\mu + 1)}.$$

The last inequality follows from the fact that $\mu \leq 2/\sqrt{7}$ for our choice of $\mu$.

**B. Proof of Optimality**

We proceed to prove that the worst case expected waiting time of any schedule $S = \{X_1, X_2, \ldots\}$ is greater or equal to $1/\sqrt{2}$. This is done in two steps. We start by proving the assertion for a schedule $S$ defined by i.i.d. random variables $X_i$. Then, we address the general case, in which each random variable $X_n$ in $S$ may be arbitrarily distributed and may depend on $X_i$ for $i < n$.

**Theorem 3:** Let $X$ be a random variable and let $S = \{X_1, X_2, \ldots\}$ be a random schedule where $X_i = X$ for all $i$. Then, there exists $t \in [0, 1]$ such that $EWT(S, t) \geq 1/\sqrt{2}$, which, in turn, implies that $W(S, 1) \geq 1/\sqrt{2}$. Moreover, for all $\mu \in E[X] \in \left[0, \frac{\sqrt{2}}{2}\right]$ it holds that $W(S, 1) \geq 1 + 2\mu - \sqrt{2\mu(\mu + 1)}$.

**Proof:** We denote by $F$ the cumulative distribution function of $X$ and by $\mu$ the expected value of $X$. We begin by considering the case in which $\mu \in [0, \frac{\sqrt{2}}{2}]$. Let $S' = \{X'_1, X'_2, \ldots\}$ be the schedule in which each $X'_i$ is an independent random variable defined by $X'_i$ as in (4), i.e.,

$$X' = \begin{cases} Z, & \text{with probability } p, \\ U \in [0, s], & \text{with probability } 1 - p. \end{cases}$$

Where $Z$ is a random variable equal to 0 with probability 1. $U \in [0, s]$ is the random variable with uniform distribution in the interval $[0, s]$. $p = 1 - \sqrt{\frac{2\mu}{\sqrt{\mu+1}}}$, and $s = \sqrt{2\mu(\mu + 1)}$.

We show that

$$\sup_{t \in [0, 1]} EWT(S, t) \geq \sup_{t \in [0, 1]} EWT(S', t).$$

As shown in Theorem 2

$$\sup_{t \in [0, 1]} EWT(S', t) = 1 + 2\mu - \sqrt{2\mu(\mu + 1)}.$$

Since $1 + 2\mu - \sqrt{2\mu(\mu + 1)} \geq 1/\sqrt{2}$, this is sufficient to prove the assertion.

By Lemma 1, for $t \in [0, 1]$ it holds that $EWT(S, t) = \mu + (\mu + 1)F(t) - t$. Assume, by the way of contradiction, that

$$\sup_{t \in [0, 1]} EWT(S, t) < \sup_{t \in [0, 1]} EWT(S', t).$$

This implies that for each $t \in [0, 1]$ it holds that

$$EWT(S, t) = \mu + (\mu + 1)F(t) - t < 1 + 2\mu - \sqrt{2\mu(\mu + 1)}.$$
Thus
\[ 1 - F(t) > \frac{1/2 + \mu + \mu^2}{1 + \mu} - \frac{t}{1 + \mu}. \]

This implies that the expectation \( E[X] \) of \( X \) is greater than \( \mu \)
\[ \int_0^1 (1 - F(x))dx > \int_0^1 \left( \frac{1/2 + \mu + \mu^2}{1 + \mu} - \frac{t}{1 + \mu} \right)dx = \mu \]
resulting in a contradiction.

Finally, for \( \mu \geq 1/\sqrt{2} \), we notice that \( EWT(S, 0) \geq \mu \geq 1/\sqrt{2} \),
which suffices to prove our assertion.

We now use Theorem 3 to prove the lower bound on \( W(S, 1) \) for general schedules \( S \).

**Corollary 4:** Let \( S = \{X_1, X_2, \ldots \} \) be a schedule in which each random
variable \( X_i \) may be arbitrarily distributed and may depend on
\( X_j \) for \( j < i \). Then, \( W(S, 1) \geq 1/\sqrt{2} \).

**Proof:** Let \( \varepsilon > 0 \) be an arbitrarily small constant. We construct a random
variable \( X' \) such that the schedule \( S' = \{X'_1, X'_2, \ldots \} \) in
which each \( X'_i, i \geq 1 \) is independent and identical to \( X' \) satisfies
\( W(S, 1) \geq EWT(S', t) - \varepsilon \) for all \( t \in (0, 1) \). This suffices to prove
our assertion. Indeed, by Theorem 3, there exists \( t \in (0, 1) \) such that
\( EWT(S', t) \geq 1/\sqrt{2} \), which implies that \( W(S, 1) \geq 1/\sqrt{2} - \varepsilon \).

Let
\[ \mu = \inf_{x \in \{x_1, x_2, \ldots \} \cap (R^+)^f} \inf_{y \in E[X_1]} |x_1 - y_1|, \]

Here \( N \) is the set of natural numbers, and \( R^+ \) is a set of nonnegative reals.
Let \( \varepsilon \in (0, 1) \) be an arbitrarily small constant. We construct a random
variable \( X' \) such that the schedule \( S' = \{X'_1, X'_2, \ldots \} \) in
which each \( X'_i, i \geq 1 \) is independent and identical to \( X' \) satisfies
\( W(S, 1) \geq EWT(S', t) - \varepsilon \) for all \( t \in (0, 1) \). This suffices to prove
our assertion. Indeed, by Theorem 3, there exists \( t \in (0, 1) \) such that
\( EWT(S', t) \geq 1/\sqrt{2} \), which implies that \( W(S, 1) \geq 1/\sqrt{2} - \varepsilon \).

Let \( \mu_{i+1} = E[X_{i+1}] - x_i \). Then, we have
\( W(S, 1) = \inf_{ \mu_{i+1} \leq \mu } \left( \inf_{y \in E[X_1]} |x_1 - y_1| \right) \).

We now use Theorem 3 to prove the lower bound on \( W(S, 1) \) for general schedules \( S \).

**Corollary 4:** Let \( S = \{X_1, X_2, \ldots \} \) be a schedule in which each random
variable \( X_i \) may be arbitrarily distributed and may depend on
\( X_j \) for \( j < i \). Then, \( W(S, 1) \geq 1/\sqrt{2} \).

**Proof:** Let \( \varepsilon > 0 \) be an arbitrarily small constant. We construct a random
variable \( X' \) such that the schedule \( S' = \{X'_1, X'_2, \ldots \} \) in
which each \( X'_i, i \geq 1 \) is independent and identical to \( X' \) satisfies
\( W(S, 1) \geq EWT(S', t) - \varepsilon \) for all \( t \in (0, 1) \). This suffices to prove
Our assertion. Indeed, by Theorem 3, there exists \( t \in (0, 1) \) such that
\( EWT(S', t) \geq 1/\sqrt{2} \), which implies that \( W(S, 1) \geq 1/\sqrt{2} - \varepsilon \).

IV. HIGHLY ADAPTIVE ADVERSARIAL CLIENTS

In this section, we discuss schedules for adversarial clients with very
small degree of adaptivity \( \omega \). For this extreme case we give a tight analysis of \( W(S, \omega) \).

**Theorem 6:** Let \( n \) be a sufficiently large integer. There exists a constant \( c \) independent of \( n \) for which it holds
\[ 1 - \frac{1}{n} \leq W(S, \frac{1}{n}) \leq 1 - \frac{c}{n}. \]

**Proof:** The lower bound follows easily by the fact that a client request can be placed \( \frac{1}{n} \) time units after the transmission of a packet, resulting in a waiting time of at least \( 1 - \frac{1}{n} \). For the upper bound, consider the schedule \( S = \{X_1, X_2, \ldots \} \) in which \( X_i \) are i.i.d. according to
\( X \) which is 0 with probability \( \frac{3}{4} \) and \( \frac{1}{4} \) with probability \( \frac{1}{4} \). For a client's request at time \( t \) \leq \frac{1}{n} \), \( W(S, \frac{1}{n}) \) implies that the expected waiting time is bounded by \( 1 - \frac{1}{n} \) for \( n \) large enough. For \( t > \frac{1}{n} \) and any viewed history \( V_{-t} \), it is not hard to verify (using techniques similar to those used in Theorem 2) that the expected waiting time is also bounded by \( 1 - \frac{1}{4n} \). This suffices to prove the theorem.

V. CONCLUSION

In this correspondence, we defined the notion of universal schedules
that guarantee low waiting time for any client, regardless of its access
pattern. We studied the performance characteristics and the design of
universal broadcast schedules, focusing on adversarial clients whose
adaptivity is bounded by one time unit. For such clients, we presented a schedule that guarantees a worst case expected waiting time of at most
\( \frac{3}{4} \), for any request and for any history of the broadcast channel.
Moreover, we have shown that this is the best possible schedule. Our
schedule has a transmission rate of \( r \sim \Omega(S) \). For larger values of \( r \) we have presented a tight analysis of the tradeoff between the transmission rate and the minimum worst case expected waiting time. Our analysis applies to all random schedules with i.i.d. interleaving times.
It is natural to consider extending our proof techniques to clients with different degrees of adaptivity $\omega$. The major difficulty in extending our techniques to a wider range of values for $\omega$ lies in the expressions that arise when computing the value of the expected waiting time. For smaller values of $\omega$, these expressions do not differ significantly from those appearing in this work and an analysis of similar nature may be performed. For larger values of $\omega$, one needs to take into consideration that several packets may be transmitted in the time interval $t \leq 1$. This work is a first step toward the design of worst case efficient schedules. As a future research, it would be interesting to establish tight bounds on the worst case expected waiting time for every value of $\omega$.
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Abstract—We provide a single-letter characterization for the capacity region of a class of discrete degraded interference channels (DDICs). The class of DDICs considered includes the DADIC studied by Benzel in 1979. We show that for the class of DDICs studied, encoder cooperation does not enlarge the capacity region, and therefore, the capacity region of the class of DDICs is the same as the capacity region of the corresponding degraded broadcast channel.

Index Terms—Capacity region, degradedness, interference channel.

I. INTRODUCTION

In wireless communications, where multiple transmitter and receiver pairs share the same communication medium, interference is unavoidable. How to best manage interference coming from other users and how not to cause too much interference to other users while maintaining the quality of communication is a challenging question and of a great deal of practical interest.

To be able to understand the effect of interference on communications better, an interference channel (IC) has been introduced in [2]. The IC is a simple network consisting of two pairs of transmitters and receivers. Each pair wishes to communicate at a certain rate with negligible probability of error. However, the two communications interfere with each other. To best understand the management of interference, we need to find the capacity region of the IC. However, the problem of finding the capacity region of the IC is essentially open except in

Manuscript received October 26, 2006; revised March 13, 2008. Published August 27, 2008 (projected). This work was supported by the National Science Foundation under Grants CCR 03-11311, CCF 04-47613, and CCF 05-14846. The material in this correspondence was presented in part at the 44th Annual Allerton Conference on Communications, Control and Computing, Monticello, IL, September 2006.

N. Liu was with the Department of Electrical and Computer Engineering, University of Maryland, College Park, MD 20742 USA. She is now with the Department of Electrical Engineering, Stanford University, Stanford, CA 94305 USA (e-mail: nanliu@stanford.edu).

S. Ulukus is with the Department of Electrical and Computer Engineering, University of Maryland, College Park, MD 20742 USA (e-mail: ulukus@umd.edu).

Communicated by G. Kramer, Associate Editor for Shannon Theory.

Color version of Figure 1 in this correspondence is available online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TIT.2008.928267